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Abstract

Both human-based and automated decisions are shaped by national legislation, international regulations as well as on platforms community guidelines or Terms of Service, a set of private rules that control what is allowed and what is not allowed on digital platforms. Such restrictions of what may or may not be deemed acceptable content are taking place in a context of increasing “digital authoritarianism” in which global internet freedom has declined for eleven consecutive years. Moreover, content moderation practices are currently shaped by corporate interests, within increasingly concentrated markets that are influenced by the network effects of the digital economy. Although it is well recognised that the same rights that people have offline must also be protected online, there are increasing examples of legislation and companies Terms of Service which are leading to restrictions on freedom of expression and other human rights. On the other hand, most of national regulations constitute fragmented regulatory attempts and do not touch upon several issues that could propel content moderation practices that could better respect human rights, such as design features or proceedings closer to responsive regulation models. In this paper we argue that, despite its limitations and its formal legal status, the United Nations Guiding Principles on Business and Human Rights (UNGPs) offer a good starting point to address some of these problems and encourage rules and procedures for moderating user-generated online content that put human rights at the very centre of those decisions. In the first section, we briefly describe and analyse the features of UNGPs that we think make them an adequate normative framework to address the human rights challenges that arise in the context of regulating and moderating user-generated content in the online world. We argue that, despite the limitations of an experimental and polycentric approach, the UNGPs have supported some progress, especially when it comes to the recognition of human rights standards in the tech sector. In the second section, we provide the reader with a brief introduction to ways in which content regulation/moderation has negatively affected the human right to freedom of expression. The following section addresses the relationship between UNGPs and the duties or roles that each actor could play in addressing the issue: governments, corporations, civil society organizations and individuals. Finally, we end with some concluding remarks and future research questions. Arguing that go-
vernments have not made too much when it comes to business and human rights in the digital environment. On the other hand, the developments that come from companies have been mostly reactive and not preventive. In this scenario, the current wave of transnational and national regulatory attempts of online content needs to start from a human rights-based approach, and the UNGPs serve as a good starting point.
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**Resumo**

Tanto as decisões baseadas em humanos quanto as automatizadas são moldadas pela legislação nacional, regulamentos internacionais, bem como pelas diretrizes da comunidade de plataformas ou Termos de Serviço, um conjunto de regras privadas que controlam o que é permitido e o que não é permitido em plataformas digitais. Essas restrições do que pode ou não ser considerado conteúdo aceitável estão ocorrendo em um contexto de crescente “autoritarismo digital”, no qual a liberdade global na Internet diminuiu por onze anos consecutivos. Além disso, as práticas de moderação de conteúdo são atualmente moldadas por interesses corporativos, em mercados cada vez mais concentrados e influenciados pelos efeitos de rede da economia digital. Embora seja bem reconhecido que os mesmos direitos que as pessoas têm offline também devem ser protegidos online, há exemplos crescentes de legislação e termos de serviço de empresas que estão levando a restrições à liberdade de expressão e outros direitos humanos. Por outro lado, a maioria das regulações nacionais constituem tentativas regulatórias fragmentadas e não abordam diversos temas que poderiam impulsionar práticas de moderação de conteúdo que melhor respeitassem os direitos humanos, como características de design ou procedimentos mais próximos de modelos de regulação responsivos.

Neste artigo, argumentamos que, apesar de suas limitações e de seu status legal formal, os Princípios Orientadores sobre Empresas e Direitos Humanos (UNGPs) das Nações Unidas oferecem um bom ponto de partida para abordar alguns desses problemas e encorajar regras e procedimentos para moderar conteúdo online que colocam os direitos humanos no centro dessas decisões. De fato, os UNGPs fornecem as bases para o desenvolvimento de uma estrutura normativa responsiva que seja consistente além das fronteiras, abordando problemas gerados por tentativas regulatórias fragmentadas e de corporações multinacionais operando em diversos contextos. Em uma área onde não há soluções fáceis ou claras, os UNGPs fornecem salvaguardas processuais para abordar coletivamente os problemas gerados na moderação de conteúdo. Além disso, o quadro normativo fornecido pelos UNGPs constitui a espinha dorsal para julgar os governos que estão adotando políticas públicas deficientes ou para abordar diferentes questões na ausência de regulamentação. Por fim, a maior inovação do UNGP é a criação de um dever independente de respeitar os direitos humanos para atores privados poderosos, como plataformas de mídia social que, em alguns casos, acumulam mais poder e capacidades institucionais do que uma parcela significativa dos governos em todo o mundo. Embora a literatura anterior já tenha adotado uma abordagem de direitos humanos para a moderação de conteúdo, tentamos aqui fornecer uma visão mais detalhada do papel específico que os UNGPs podem desempenhar ao enfrentar os desafios do que foi chamado de “indústria oculta” da moderação de conteúdo dentro “principalmente sistemas submersos de governança tecnológica”.

Na primeira seção, descrevemos e analisamos brevemente as características dos UNGPs que acreditamos torná-los uma estrutura normativa adequada para enfrentar os desafios de direitos humanos que surgem no contexto da regulamentação e moderação do conteúdo gerado pelo usuário no mundo online. Argumentamos que, apesar das limitações de uma abordagem experimental e policêntrica, os UNGPs têm apoiado alguns avanços, especialmente quando se trata do reconhecimento de padrões de direitos humanos no setor de tecnologia. Na segunda seção, fornecemos ao leitor uma breve introdução às maneiras pelas quais a regulamentação/moderação de conteúdo afetou negativamente o direito humano à liberdade de expressão. A seção seguinte aborda a relação entre os UNGPs e os deveres ou papéis que cada ator pode desempenhar ao lidar com o problema: governos, corporações, organizações da sociedade civil e indivíduos. Por fim, encerramos com algumas considerações finais e futuras questões de pesquisa.
1 Introduction

The internet is the most important global tool to access information, yet it can also be used for surveillance, to discriminate, to limit the right to freedom of expression and impinge on other fundamental rights. During the last 10 years we have seen an exponential growth in the usage of internet and access to content online; at the same time, governments and companies are deciding about the content that we can produce, share and access online. In 2012, journalist Adrian Chen published an article describing how outsourced workers removed content from online platforms that was otherwise considered acceptable, such as images of women breastfeeding or two men kissing. In recent years we have seen how platforms that moderate content online have increasingly used artificial intelligence to try to control the escalation in hate speech, disinformation and abuse that comes with the increasing use of internet. However, automated processes are extremely poor at making determinations relating to the nature of content given their inability to determine context, and the difficulties in defining terms such as “bullying” or “insult”. As the Facebook Papers revealed, algorithmic content moderation depends on integrity systems that are not well trained to discern between acceptable and non-acceptable forms of speech, especially in languages other than English. Moreover, design features in several social media platforms have amplified speech in ways that run contrary to the idea of a digital public sphere: rather than debates that can subject to scrutiny the truth and opinion of a diverse audience, digital platforms have massified disinformation, reinforced division, impacted on mental health and affected privacy.

Both human-based and automated decisions are shaped by national legislation, international regulations as well as on platforms’ community guidelines or Terms of Service, a set of private rules that control what is allowed and what is not allowed on digital platforms. Such restrictions of what may or may not be deemed acceptable content are taking place in a context of increasing “digital authoritarianism” in which global internet freedom has declined for eleven consecutive years. Moreover, content moderation practices are currently shaped by corporate interests, within increasingly concentrated markets that are influenced by the network effects of the digital economy. Although it is well recognised that the same rights that people have offline must also be protected online, there are increasing examples of legislation and companies’ Terms of Service which are leading to restrictions on freedom of expression and other human rights. On the other hand, most of national regulations constitute fragmented regulatory attempts and do not touch upon several issues that could propel content moderation practices that could better respect human rights, such as design features or proceedings closer to responsive regulation models.

In this paper we argue that, despite its limitations and its formal legal status, the United Nations Guiding Principles on Business and Human Rights (UNGPs) offer a good starting point to address some of these problems and encourage rules and procedures for moderating...
user-generated online content that put human rights at the very centre of those decisions. Indeed, UNGPs provide the foundations for the development of a responsive normative framework that is consistent across borders, addressing problems generated by fragmented regulatory attempts and of multinational corporations operating in diverse contexts. In an area where there are no easy or clear-cut solutions, UNGPs provide procedural safeguards to collectively address the problems generated in content moderation. Moreover, the normative framework provided by the UNGPs constitute the backbone against which to judge governments that are adopting deficient public policies or to address different issues in the absence of regulation. Lastly, UNGPs greatest innovation is the creation of an independent duty to respect human rights for powerful private actors such as social media platforms that in some cases accumulate more power and institutional capacities than a significant share of governments around the globe. Although previous literature has already adopted a human rights approach to content moderation, we here attempt to provide a closer look upon the specific role that UNGPs may play in addressing the challenges of what has been called the “hidden industry” of content moderation within “mostly submerged systems of technological governance”.

In the first section, we briefly describe and analyse the features of UNGPs that we think make them an adequate normative framework to address the human rights challenges that arise in the context of regulating and moderating user-generated content in the online world. We argue that, despite the limitations of an experimental and polycentric approach, the UNGPs have supported some progress, especially when it comes to the recognition of human rights standards in the tech sector. In the second section, we provide the reader with a brief introduction to ways in which content regulation/moderation has negatively affected the human right to freedom of expression. The following section addresses the relationship between UNGPs and the duties or roles that each actor could play in addressing the issue: governments, corporations, civil society organizations and individuals. Finally, we end with some concluding remarks and future research questions.

2 The origins and experimentalist governance of UNGPs

When the UNGPs were being drafted, the main sectors that grabbed attention were companies that operate through extended supply chains and extractive companies. Tech companies were usually considered only narrowly in the context of censorship and surveillance. In fact, during that period, and due to the Occupy movement and the Arab Spring, tech companies, and the platforms they provided, were seen as enablers for democratic activism. During the Arab Spring, the internet and mobile technology was used to mobilise, organise, and campaign for political change. Some tech companies developed innovative tools to support dissidents, bloggers, and writers, such as encrypted technologies and ways to bypass restrictions by devising alternative routes, such as virtual private networks (VPNs). Tech companies were mostly seen as enablers of human rights, rather than threats to them. This narrative did not only affect the drafting of this international human rights instrument but created an environment where government regulations were seen as negative and counterproductive.

According to John Ruggie, the late entrance of the tech sector within UNGPs’ discussions had to do with the low number of tech companies involved in allegations of adverse human rights impacts at that time. As of 2010, allegations were mainly targeted at the extractive sector, which accounted for 28 per cent of all such allegations. Retail and consumer products were not far behind; 20 per cent of allegations involved concerns around the long and complex supply chains used in the sector. The pharmaceutical and chemical industries’
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third-place ranking reflected a combination of access to essential medicines and environmental hazards that impact the right to health. Infrastructure and utility companies, and the food and drinks industry also had a large number of allegations, mainly because of the impact on human rights of heavy water and fertiliser use. The tech sector had a small number of allegations, comprising only 5% of the total allegations studied by Ruggie and his team. The small number of allegations involving the Information and Communication Technology (ICT) sector can, to some extent, explain the lack of involvement of the industry during the discussions of the UNGPs. However, Ruggie also noted that due to user backlash when companies met demands from some governments, including during the Arab spring, to turn over user information or censor their services, the ICT sector started to be under scrutiny.

In recent years, however, we have seen how companies and governmental activities in the ICT context have generated an increasingly adverse impact on human rights. When it comes to content moderation, we have seen how governments have increasingly asked online platforms to remove content that they consider a threat. In other cases, governments have undertaken direct action to censor speech online, through imprisonment of political opponents or discrimination against minority groups. On the opposite side, social media platforms have been negligent concerning their duties of care and contributed to human rights abuses. There are numerous examples of this side-effect on human rights, probably one of the latest and most notorious was the role of Facebook in Myanmar, where the company recognised that they had not done enough to help prevent their platform from being used to foment division and incite offline violence in the country. According to some authors, this lack of control resulted in Facebook contributing to the ethnic cleansing of that country’s Muslim Rohingya population, including the forced displacement of over 700,000 people and as many as 25,000 killings.

The growing awareness of adverse human rights impacts has resulted in more attention to the tech sector when it comes to business and human rights discussions. It has also led to the acknowledgement by investors, academics and governments of the growing governance gap between ICT practices and human rights standards. Such visibility has resulted in the creation of multi-stakeholder projects such as the Global Network Initiative (GNI), which place human rights at the centre. An international human rights law approach can provide a unifying framework to the diverse challenges that arise for the tech sector across diverse national contexts and a “normative baseline against illegitimate state restrictions” or in the absence of any regulation at all. While the UNGPs were not released until 2011, the GNI framework was influenced by the work developed by John Ruggie that served as the foundation of the UNGPs. UNGPs are flexible enough to reflect changes in the business landscape, especially in this dynamic and forward-looking industry, which has disrupted traditional ways of “doing business”. Using the “Protect, Respect and Remedy” framework developed by the UNGPs, the GNI Principles recognise in its Preamble that the duty of governments to respect, protect, promote and fulfil human rights is the foundation of this human rights framework. That duty includes ensuring that national laws, regulations and policies are consistent with international human rights laws and standards on freedom of expression and privacy. ICT companies have the responsibility to respect
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and promote the freedom of expression and privacy rights of their users\textsuperscript{22}.

International human rights law is state-centric in nature in the sense that states – not individuals, not companies – are the primary duty bearers. Part of this obligation, as highlighted by the UNGPs, is a duty upon the state to ensure that private actors do not violate human rights, articulated as a general duty to protect human rights or referred to as the horizontal effect of human rights law. Whereas human rights law is focused on the vertical relation (state obligations to the individual), it recognises the horizontal effect that may arise between private parties\textsuperscript{23}. The horizontal effect implies a state duty to protect human rights in the realm of private parties, for example, via industry regulation\textsuperscript{24}. Within the tech sector, when social media platforms accumulate more private power and institutional capacities of many governments around the world, and when issues of scale and potential harm become acute, the horizontal effect of human rights highlights the state duty to protect. However, the ways in which the state can perform this duty is far from clear, especially when addressing the behaviour of corporations that may accumulate more information about their own citizens or influence in public affairs as never imagined before.

When it comes to corporate conduct, we can observe at least three types of governance systems that are interrelated: international public law, civil governance and corporate governance\textsuperscript{25}. The UNGPs have made good progress in unifying and aligning the discourses and rationales of these three governance sub-systems. To do so, the process led by John Ruggie started with the identification of a baseline of key issues in the field of business and human rights and tested these issues through public consultations\textsuperscript{26}. During the six years before the adoption of the UNGPs, the office of the Special Representative for Business and Human Rights conducted forty-seven formal consultations around the world, made numerous visits to key businesses, and spoke with governments, Human Rights Council representatives, and other stakeholders such as local and international non-governmental organisations and academics\textsuperscript{27}. As Cesar Rodriguez-Garavito argues, understanding who participated in the UNGPs’ creation, and how they participated are not simply empirical questions but rather sit at the heart of the theory of governance that inspired the UNGPs\textsuperscript{28}. The participation of multinational corporations and international organisations provides support for developing of a normative framework that is consistent across borders and flexible enough to acknowledge different institutional capacities. As opposed to a state-centric approach, the process of debating, creating and drafting these principles developed a gradual and polycentric approach\textsuperscript{29}. Within this approach, for example, it is possible to grasp how the standard of “due diligence” was appropriated by the human rights community and developed a new meaning beyond the corporate jargon.

The field of business and human rights is a clear example of what experimental governance identifies as global legal pluralism. Not just because it aims at regulating different business sectors of different scales in a globalised world, but also because it compounds a variety of human rights related issues that entails all categories of rights, from social to civil and political rights. Moreover, it is developed through national, international and transnational law, a mix of hard and soft law, most of which has been developed without a coordina-


\textsuperscript{24} In relation to human rights exercised online, this could refer to state intervention through content regulation, surveillance or law enforcement in order to prevent or punish the infringement of human rights. See for example DEIBERT, R. et al. (eds.). Access Controlled: the shaping of power, rights, and rule in cyberspace. London: The MIT Press, 2010.); DEIBERT, R. et al. (eds.). Access denied the practice and policy of global internet filtering. London: The MIT Press, 2008.


\textsuperscript{26} John Ruggie identifies three main issues: (a) ‘prevailing patterns of corporate-related human rights abuse’ (b) ‘existing legal standards and their application to states and business enterprises’ and (c) mapping out ‘the ambivalent\textsuperscript{30} and rapid expansion of voluntary corporate social responsibility initiatives, pointing out their strengths as well as their shortcomings. RUGGIE, J. Just Business: multinational corporations and human rights. New York: Norton & Company, 2013.


ted node or overarching framework\(^{30}\). In this scenario, the UNGPs attempt to merge the state’s general duty to protect human rights and the corporate responsibility to respect human rights into a single normative framework, sometimes dubbed as a principled and pragmatic approach towards finding solutions to human rights problems. The UNGPs elaborate the distinction between the state’s duty to protect human rights and the corporate responsibility to respect human rights through three pillars, often called the “Protect, Respect, and Remedy” framework. The first pillar (Protect) focuses on the role of the state in protecting individuals’ human rights against abuses committed by non-state actors; the second pillar (Respect) addresses the corporate responsibility to respect human rights; and the third pillar (Remedy) sets out the roles of state and non-state actors in securing access to remedy. As argued by experimental governance proponents, stakeholders’ - mainly civil society - participation in these processes is an essential source of pressure for compliance\(^{31}\).

As we will address in what follows, current developments in the tech sector illustrate how the experimental and polycentric governance approach of UNGPs has unfolded\(^{32}\). The next sections illustrate the ability of the UNGPs to generate unity in a field that has been historically fragmented by different regulatory systems and approaches. As opposed to a classical state-centred approach, the UNGPs have been recognised and implemented by companies and states through their own awareness as well as by the pressure of other private actors and civil society. The lack of focus on the tech sector in the initial development of the UNGPs does not mean necessarily that the industry was outside of these discussions. Quite the contrary: the creation of the GNI and of international organizations’ initiatives such as the B-Tech Project show that there is an interest in the issue. However, there is a lack of literature analysing to what extent these standards are operationalised in practice by both governments and the tech sector, especially concerning one of the main challenges that arise for this sector: content regulation/moderation.

3 Content regulation/moderation practices and the right to freedom of expression

Whether in the spread of disinformation, or decisions about what content we are able (or most likely) to post and see, the activities of governments and platforms concerning content regulation/moderation are coming under scrutiny as never before. While content regulation entails the role of governments in governing online speech, content moderation refers to the actions or decisions adopted by private actors that allow for the publication of information or opinions in the online world. Although content regulation/moderation can be exercised before a publication is made or afterwards, what is important is that these practices entail the “screening, evaluation categorisation, approval or removal/hiding of online content”\(^{33}\).

The role of platforms in relation to content has changed in recent years. Traditionally, it was understood that there was a distinction between those platforms which merely hosted content and publishers which make editorial decisions. Such a view is reflected in a number of legal regimes that exclude the liability of those platforms that simply host content\(^{34}\). Yet, it could be argued that online platforms are no longer entirely


\(^{34}\) Art. 14, European Union’s Directive on electronic commerce. Report n. 2000/31/EC. Establishes that service providers should not be held liable for content hosted unless (a) they have “actual knowledge” of its illegal nature or (b) upon obtaining such actual knowledge, they fail to act expeditiously to remove or to disable access to the content.
neutral in hosting and making available content online. In a world where participating in the online world has become almost indispensable, online platforms have been transformed into key gatekeepers of the content we can produce, share, and see and make decisions through their own logical architecture and rules. Companies might not generate original content but determine the manner and order of the available content and use algorithms to decide what content users see, which is a form of curation. Indeed, for Tarleton Gillespie, “moderation is, in many ways, the commodity that platforms offer”, especially in a digital landscape where the abundance of available information makes moderation necessary. Without governing content, it would be impossible to navigate in the seemingly endless world of online information.

In a world in which digital public spheres are controlled by a few gatekeepers, decisions regarding design features of the platforms have shaped what content is possible, community standards defined what is permissible and non-permissible online speech, and algorithms have generally influenced what kind of content is visible. Although social media platforms are built upon the premise of an unlimited expansion of speech, making the marketplace of ideas bigger, corporate decisions may not necessarily coincide with the protection of the right to freedom of expression. As put by De Gregorio,

the interest of platforms is not just focused on facilitating the spread of opinions and ideas across the globe but establishing a digital environment where users feel free to share information and data that can feed commercial networks and channels and, especially, attract profits coming from advertising.

These decisions, frequently motivated by a logic of accumulation and data extraction, pose a serious risk to freedom of expression as exercised in the online world, which highlights its double dimension, both private and public. Indeed, content moderation and regulation practices entail risks to both the privacy dimension that is necessary for freedom of expression and to a more public dimension, which entails considering freedom of expression as necessary to “foster a democratic culture”.

However, apart from the role of platforms, the conditions governing the relationship between online services and their users are defined also by state regulation. National governments are increasingly creating legislative and policy proposals which have led to greater regulation of online content and the imposition of increased liability on platforms. Upon this legal framework, content moderation is usually governed by Terms of Service or “law of the platform”, which is generally applicable in different jurisdictions. While there are some examples of multi-stakeholder creation of these Terms of Service, in general, they are unilaterally defined - with the support of expert legal advice focused in preventing and mitigating any case of responsibility- and implemented by service providers. Apart from these explicit forms of public-private governance, “the techniques and organizational structures of content moderation are not neutral but affect how content is reviewed and which values are prioritized.” Therefore, both content regulation and content moderation practices, either explicit or implicit, can limit access to information and condition the participation of users, ultimately limiting the right to freedom of expression and information.

While certain forms of content can be justifiably restricted (such as child sexual abuse imagery or incitement
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to violence) as in pursuance of legitimate aims (such as the prevention of crime or the protection of the rights of others), human rights organisations are increasingly concerned about risks of content being removed which is in fact protected by the right to freedom of expression. According to international human rights law, the right to freedom of expression “is applicable not only to “information” or “ideas” that are favourably received or regarded as inoffensive or as a matter of indifference, but also to those that offend, shock or disturb the State or any sector of the population.” Moreover, freedom of expression entails the broad protection of any form of speech and across national boundaries, and thus any restrictions to online content must be legal, proportionate, necessary, and legitimate. International human rights law provides an overall framework for both states and private corporations when addressing the complex issues of balancing the protection of freedom of expression and other fundamental rights. States have a general duty to protect human rights and, therefore, should ensure that any legislation which is of specific application to online platforms does not restrict freedom of expression explicitly or in its effects. Despite its contested legal status, there is a kind of consensus in international human rights law, according to which business enterprises should respect human rights, especially when they operate across borders. This means that platforms – in order to ensure a consistent degree of protection of human rights – have a responsibility not to restrict freedom of expression exercised via their technologies in a way which is inconsistent with international human rights law and standards.

In what follows, we argue that UNGPs provide the groundings for a human-rights based approach to one of the most hotly debated issues for governments, the tech industry and probably the biggest challenge for social media platforms. In particular, we will base our analysis and examples on the particular harms that content regulation/moderation practices entail for the right to freedom of expression and the possible solutions that UNGPs survey for addressing the complex issues that arise when attempting to govern speech in the online world. In the last sub-section, we will provide the reader with a brief reflection about the role of individuals and civil society in protecting human rights in the context of content regulation/moderation practices.

4 UNGPs and content regulation/moderation

1. The State Duty to Protect Human Rights and Content Regulation

The “foundational” principle under pillar one of the UNGPs says that states must protect against human rights abuses by third parties (including business enterprises) within their territory and/or jurisdiction by taking appropriate steps to prevent, investigate, punish and redress such abuse through effective legislation, policies, regulation and adjudication. Additionally, the duty to protect human rights entails assessing the role of the state as an economic actor, beyond legal and policy measures, such as in public procurement activities or in the role of the State as an end-user of ICT. The state obligation to protect human rights entails both a positive and negative element. It requires the state to refrain from certain conduct, but also to take positive steps to ensure the enjoyment of the right in question. Freedom of expression, for example, requires that the state refrain from engaging in censorship, but also that it enables freedom of expression through diverse forms of regulation. A key question is how to apply these
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regulatory frameworks to tech companies that are often global and not based in the jurisdiction of the government that is trying to prevent human rights abuses. In this regard, the UNGPs provide a normative universal baseline that “increases the chances that technology-oriented State policies and standards can become consistent across geographies, even while the exact form of these will be constructed to meet local realities”50.

While the UNGPs say that states are not generally required to regulate the extraterritorial activities of businesses domiciled in their territory and/or jurisdiction, they also recognise that states are not generally prohibited from doing so, providing that there is a recognised jurisdictional basis (UNGP Principle 2)50. The UNGPs recognise that there may be strong policy reasons for states to be clear about the expectations and behaviour of businesses abroad. However, considering the “dynamic dimension” of these principles, which “push the development of new norms and practices that go beyond the initial content of the UNGPs and improve companies’ compliance with human rights standards”50, there has been recent developments on the extraterritorial obligations of states regarding companies or businesses that may be deemed under their jurisdiction, authority or control52.

The main tool that governments have to protect human rights when it comes to impacts in the tech sector is legislation and administrative regulation. When it comes to the tech sector, most of the normative frameworks have been reactions to harms developed by either states, companies and even users themselves. In the case of content regulation, legislation from government has evolved, as have companies’ concerns over such legislation, facing two main challenges. One the one hand, the pace of technological developments poses different kind of challenges for governments’ bureaucracies that lack the expertise and information that ICT companies have. On the other hand, most of the regulatory attempts are focused on the behaviour of the tech giants, which does not represent the diverse reality of the sector, and are mainly directed at redressing harms rather than promoting better environments53.

At the beginning of the 2000s, the concerns of tech companies - mostly headquartered in the United States - were based on conflicts of law, especially when it comes to conflicts with restrictive laws such as those passed in China. By the mid 2000s China created what has been known as the “Golden Shield”, a technology used to create legal pressure to censor content online54. This initiative led to Microsoft’s decision to remove the blog of the Chinese political journalist Michael Anti and Yahoo! to disclose the account data of Shi Tao, which ultimately resulted in his arrest55. At the height of these scandals, Google decided to enter the Chinese market announcing that they would limit the display of certain search results based on Chinese censorship requirements, a decision that led to huge criticism from media and civil society56. Nowadays, in a number of cases, despite the state’s intention to prevent potential negative consequences of technologies through legislation, they have ended up putting other human rights at risk. For example, the right to erasure, or the “right to be forgotten” that is now formalised in the European Union’s General Data Protection Regulation, has the potential to address legitimate privacy concerns but


also has potential impacts upon the rights to freedom of expression and access to information\textsuperscript{57}.

As said before, operations of internet intermediaries are heavily influenced by the legal and policy environments of states\textsuperscript{58}. From an international human rights perspective, the state has an obligation to ensure enabling environments for freedom of expression and to protect its exercise\textsuperscript{59}. It also has a duty to ensure that private entities do not impair the freedoms of opinion and expression\textsuperscript{60}. In specific cases, when the conditions of legality and necessity are met, the state can require intermediaries and online platforms to restrict content such as child sexual abuse, copyright infringement or incitement to violence\textsuperscript{61}. In reality, as put by Peggy Hicks, Director of Thematic Engagement for UN Human Rights, “nearly every country that has adopted laws relating to online content has jeopardised human rights in doing so”\textsuperscript{62}. Faced with periodical scandals, Governments have rushed to enact regulations without broad and public consultation with diverse stakeholders and experts, providing “simple solutions to complex problems”\textsuperscript{63}. Within this scenario, the role of state actors regarding content regulation has entailed different forms of previous censorship, currently prohibited under human rights standards, or led to the unjustified restriction of freedom of expression or other fundamental rights.

In addition to ensuring that the broader legal framework, where it touches upon freedom of expression as it is exercised online, is consistent with international human rights law and standards, states should ensure that any legislation which is of specific application to platforms does not restrict freedom of expression explicitly or in its effects. Moreover, as put by article 13 of the American Convention of Human Rights, which recognizes the right to freedom of thought and expression, states must not restrict this right through “indirect methods or means”. Several commentators have argued that this international treaty provides textual grounding for the express prohibition of indirect restrictions such as private law regulations\textsuperscript{64}. Recently, there has been heightened scrutiny upon regulation that, with the purpose of protecting freedom of expression in the online world, may end up contributing to more concentrated digital markets, which in itself pose risks to this right\textsuperscript{65}. In this scenario, some regulatory frameworks have opted to distinguish online platforms on the grounds of their size, in order to prevent any “unintended impacts they could have on the pluralism of content and providers of consumers services that may be available”\textsuperscript{66}.

According to the UNGPs, the general duty to protect human rights entails adopting internal regulations that take into account the overarching human rights standards that may be applicable and not just the single issue or right at stake, which provides an opportunity for governments to justify complex issues where balancing and proportionality between different rights is required. Any regulatory proposal must incorporate human rights standards from the beginning of the policy debates and institutional design choices, anticipating

\textsuperscript{57} FAZLIOGLU, M. Forget me not: the clash of the right to be forgotten and freedom of expression on the Internet. International Data Privacy Law, v. 3, n. 3, p. 149-157, 2013.


\textsuperscript{60} HUMAN RIGHTS COMITEE. Report n. CCPR/C/GC/34. General Comment 34. United Nations, 2011, paragraph 7.

\textsuperscript{61} Freedom of expression is not an absolute right, it may be restricted in accordance with the provisions of article 19, paragraph 3 and article 20 of the International Covenant on Civil and Political Rights (ICCPR). Specifically, restrictions should be provided by law and should set with ‘sufficient precision’ the difference between lawful and unlawful expression. Moreover, restrictions must be necessary and proportionate in accordance with one of the enumerated legitimate purposes in article 19 paragraph 3. UNITED NATIONS. Human Rights Council. Report n. A/HRC/38/35. Report of the Special Rapporteur on the Promotion and Protection of the Right to Freedom of Opinion and Expression, David Kaye. Human Rights Council, 2018. paragraph 7.


\textsuperscript{64} CENTER FOR STUDIES ON FREEDOM OF EXPRESSION ACCESS TO INFORMATION [CELE]. Submission to the UN SR on the Protection and Promotion of Freedom of Opinion and Expression. Palermo, 2017.


and preventing any potential negative impact (UNGP Principle 2). Additionally, regulatory efforts should be careful enough to apply a single normative framework based on human rights while acknowledging the different sizes and scales of ICT companies. In a digital market characterized by excessive concentration, UNGPs may provide a comprehensive and practical approach to acknowledge the different risks and institutional capacities that are involved in each case, which range from ICT start-ups to multinational companies with different branches. By default, UNGPs may also provide a framework for addressing protection gaps that result from digital technologies that are constantly evolving and changing. Moreover, and following the idea of a “smart mix of measures” (UNGP Principle 3), states may refer to voluntary initiatives that could gain support in cases where the expected behaviour may be implemented without undermining the legitimacy of the overall normative framework.

For the B-Tech Project, and following UNGP Principle 8, “states must ensure that they have the necessary policy coherence – as well as capacity and ability- to effectively protect people against harms involving technology companies”. In this regard, in order to fulfil their obligations under the UNGP Protect pillar, states have begun to unify their regulatory attempts through their national human rights institutions and National Action Plans (NAPs) on business and human rights, which are generally debated, designed and implemented through open consultation processes with experts and diverse stakeholders. In doing so, we strongly believe that NAPs should include digital issues. However, not much has been done so far. Most NAPs’ commitments do not relate to specific forms of protection, responsibility and remedies, but just lay the ground for potential developments on specific issues related to ICTs. For example, the Swedish government highlights in its NAP that internet freedom and privacy are among the great global issues of the future. It states that it is fundamental for Sweden that the human rights that apply offline also apply online, adding that as a result of a Swedish initiative, the OECD Guidelines for Multinational Enterprises now call on companies to support human rights on the internet. Yet apart from these developments, the Swedish government does not highlight any action point or future development in the field. Similarly to Sweden, the Irish NAP highlights past actions such as providing a fourfold increase in the funding for the work of the Data Protection Commission, and the UK NAP highlights that the government has strengthened international rules relating to digital surveillance, including leading work in the Wassenaar Arrangement to adopt new controls on specific technologies of concern. Other countries have developed action points. In particular, the Polish government has committed to draft a regulation to counteract restrictions on the freedom of speech. Also, the Finnish government proposed to create a roundtable discussion on how to ensure the protection of privacy with the authorities, ICT companies and civil society. In terms of process, the government of the Netherlands undertook a Sector Risk Analysis in 2014 which identified the electronics sector as among those with the greatest risk of adverse human rights impacts. The Dutch government has committed to negotiating voluntary corporate social responsibility agreements that focus on transparency, dialogue with stakeholders, and monitoring of agreements with those sectors. As we have seen here, although NAPs have constituted interesting efforts at
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materializing the state’s duty to protect human rights, they have not been precise enough to detail how the different stakeholders should handle the complex issues of freedom of expression and other fundamental rights in the online world.

Additionally, of particular concern is legislation which attaches liability to platforms for content that is available on them. Broadly speaking, intermediary liability laws are the “rules to protect intermediaries from liability for the content third parties publish on their platforms”75. Yet, there is no universally accepted definition of an intermediary; rather, different entities and reports have defined the term differently, from definitions that expressly exclude content producers to broad definitions that include both content producers and hosts76. For the reasons set out in the previous section, in this paper, we take a broad concept of intermediaries referring to platforms that both host content and make editorial decisions.

There are at least three categories of intermediary liability, as seen in Table 1: broad protections, conditional protections, and strict liability77. Broad immunity regimes are those that exempt intermediaries from liability for a wide range of third-party content. Conditional protections are those liability mechanisms in which intermediaries are exempt from liability for third-party content if certain conditions are met; intermediaries will usually be liable when they have “knowledge” of infringing content. Finally, strict liability regimes are those where platforms are held liable for content, even if they are not aware of it; “they are most likely to result in overly broad restrictions of freedom of expression, as they require the platform proactively to monitor and remove content, even without notification”78. Beyond this different categories of intermediate liability, there is some consensus on those working in the field of content regulation and human rights that “lawmakers should resist the temptation to shift all legal liability from those generating illegal content to intermediaries”, placing in the state the primary responsibility for complying with human rights standards in this regard79.

Table 1: Intermediary Liability Regimes

Apart from national legislation/regulation, states can limit freedom of expression through a series of other activities or actions. First, some states demand extraterritorial removal of links, websites and other content alleged to violate local law80. One example is the ruling against Google, made by the Commission Nationale de L’Informatique et des Libertes in March 2016, which required the global takedown of links to search information banned in France under the European Union “right to be forgotten”81. This sets a precedent of state authorities banning search results not just inside their own jurisdictions, but also asserting that jurisdiction across the globe. On the other hand, state authorities are increasingly seeking content removals outside of legal processes or even through Terms of Service requests82. In some cases, government have created specialised offices to request content removal83. These situations open a series of questions about the potential application of UNGPs - which openly does not regulate extraterritoriality - to address the increasingly sophisticated forms by which governments’ actions may end up generating adverse human rights impacts, specifically in the issue of freedom of expression. In
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any case, there are good reasons, either under a broad interpretation of UNGPs or within the interpretation of the International Covenant on Economic, Social and Cultural Rights made by its treaty body, to elaborate further on extraterritorial obligations regarding potential infringement of private actors on the right to freedom of expression abroad\textsuperscript{84}.

2. The Corporate Responsibility to Respect Human Rights and Content Moderation

Pillar two of the UNGPs outlines the independent corporate responsibility to respect human rights. The responsibility to respect human rights requires business enterprises to avoid infringing on human rights and to address any adverse human rights impacts with which they are involved, even in cases where states are unable or unwilling to protect human rights. This principle applies to all businesses of all sizes in all situations. According to Principle 15, in order to “know and show” that they respect human rights, businesses should have in place: (a) a policy commitment to respect human rights, (b) an ongoing process of human rights due diligence, and (c) processes to enable the remediation of any adverse human rights impacts they cause or to which they contribute.

Human rights due diligence needs to cover different types of adverse impacts on all internationally recognised human rights. This includes impacts that the business causes, impacts to which the business contributes, and impacts that are directly linked to business operations, products or services. In the ICT sector, although “Human Rights Due Diligence will look different in different organizations and processes”, they should all have a special consideration for the features of the industry\textsuperscript{85}. Actual and potential adverse human rights impacts should be avoided and addressed through human rights due diligence which includes four key steps (a) assessing adverse human rights impacts; (b) integrating and acting upon the findings in the impact assessment, and to do so, the company should integrate these findings into the company policies and create internal capacity opportunities; (c) tracking and monitoring responses: this should be an ongoing process and it is important to involve affected right-holders and other stakeholders; and (d) communicating and reporting: information about due diligence and impact assessments should be publicly communicated that are accessible, provide sufficient and relevant information, and not pose risks to rights holders or others.

Since the endorsement of the UNGPs by the Human Rights Council in 2011, there has been an increasing commitment to human rights in tech companies’ policy statements. Using the database contained in the Business and Human Rights Resource Centre, we analysed 42 companies in the tech sector\textsuperscript{86}. 52% of the companies have available human rights policies and another 10% (including companies such as Facebook and Google), refer to their participation in the Global Network Initiative, and the GNI’s assessment of their policies and practice on human rights, without making public their human rights policies. The influence and experimentalist approach taken by the UNGPs becomes more evident when companies such as Microsoft, Ericsson, Telefonica and Yahoo!, have stated that since the adoption of the UNGPs in 2011, they have either created or adapted their companies’ policies in line with the “Protect, Respect, Remedy” framework.

What is perhaps more important is to evaluate how these statements have been developed in further commitments to respect human rights.\textsuperscript{87} Again, as with states, there is contrasting evidence. Some companies have taken preventative action; others that have only acted reactively. Companies such as AT&T, HP, Telefonica, and Vodafone have argued that in order to act a priori, they have developed comprehensive human rights impact assessments; and CISCO, Deutschland Telekom, Intel and Verizon have created formal governance structures such as internal cross-sector human rights


\textsuperscript{86} The Resource Centre is an independent non-profit organization based in the United Kingdom and United States. According to their website, the researchers “draw global attention to the human rights impacts (positive and negative) of companies in their region, seek responses from companies when civil society raises concerns, and establish close contacts with grassroots NGOs, local businesspeople, and others.” Available at: https://www.business-humanrights.org/en/. Accessed on: 19 November 2021.

working groups, human rights executive committees, and human rights contact points. Companies such as CISCO, Deutschland Telekom, Orange, and Qualcomm have said that the UNGPs have allowed them to “deal with the topic of human rights in the greater business context”, to “align internally and provided for a more systematic approach to human rights risks and opportunities” and to “further enhance their approach to incorporate human rights throughout their company”.

Despite these positive developments, there are still important gaps in the ICT sector when it comes to their responsibility to respect human rights, especially freedom of expression and privacy. As the latest RDR corporate accountability index states, “Companies are improving in principle, but failing in practice”. Though we have seen important developments and commitments from different ICT companies, RDR highlights that most of these companies do not have the appropriate mechanisms to mitigate the risks posed, for example, by government censorship, malicious activities from other non-state actors and their own business models. But perhaps more important for the focus of this paper, “companies do not adequately inform the public about how content and information flows are policed and shaped through their platforms and services” arguing that usually the decisions undertaken by companies lack accountability and reparation mechanisms. Although several companies have created redress mechanisms, there is no transparency regarding the way in which these remedies are addressed and handled by the companies. The recent creation of Facebook’s Oversight Board may be starting point of an innovative private governance approach that is embedded in broader framework of rule of law values.

When moderating content, companies need to comply with national legislation as well as with international human rights law. As Facebook puts it: “When content is reported as violating local law, but doesn’t go against our Community Standards, we may limit access to that content in the country where the local violation is alleged”. Yet when complying with content regulation requests, companies must be sure that they are meeting international human rights standards, especially when making decisions in national contexts that may have legislation that is vague, subject to varying interpretations or inconsistent with human rights law. As previously explained, the UNGPs provide some preventive tools to minimise those conflicts, such as transparency reports and due diligence duties. Another good example is provided by the GNI Principles which, taking into consideration the UNGPs contain a set of recommendations to respect freedom of expression and privacy, when they deal with governments requests.

Some companies have gone further and regulated the way they manage content on their platforms, through policies for content moderation or Terms of Service. These can be defined as any rules (regardless of phrasing or format) established by a platform which set out the criteria according to which content will be removed or restricted, or a user’s account deleted or suspended. The repertoire of private rules includes “Community Standards”, “Participation Guidelines”, “Rules”. Yet, the evidence suggests that the relationship between these internal policies and respect for human rights, particularly freedom of expression, is not very encouraging. Taking into consideration international and regional human rights standards, the Center for Technology and Society of Fundação Getulio Vargas Rio de Janeiro Law School analysed the Terms of Service of 50 major online platforms in order to assess how they dealt with human rights, including the right to freedom of expression, privacy and due process. In terms of freedom of expression, the study concluded that 46% of the platforms contained clauses that allowed them to monitor content, without specifying which kind of content, and only 8% explicitly stated either that they will not monitor content, or that, they will do so only to the

93 Ranking Digital Rights, note 87.
extent necessary to eliminate materials that violate their policies.95

RDR have arrived at similar conclusions. In 2018, the Ranking Digital Rights corporate accountability index reviewed 22 major internet companies and found that internet and mobile ecosystem companies lack transparency about what their rules are and actions they take to enforce them. Their results show that while internet and mobile ecosystem companies disclosed at least some information about what types of content or activities are prohibited by their Terms of Service (Facebook, Kakao and Microsoft leading this indicator), most disclosed nothing about the actions they took to enforce these rules (Twitter and Microsoft being the best ranked, yet still below the 50% on a scale from 1 to 1000). Yet, the same Index recognise that there is some progress in the field, concluding that in 2015 no company disclosed any data about their content moderation. In 2016 three companies did so and four companies disclosed their data about the volume or nature of content or accounts restricted for violating their rules in 2017. In 2018, we can observe, at least five companies as shown in Table 2.

Table 2: Rule Enforcement data Provided

When analysing different content moderation policies, we can identify good and bad practices related to both its content and process. In terms of good procedural practices, companies are increasingly creating internal teams with varied expertise that regularly update these policies. Oath, for example, created a business and human rights team that participates in this process96 and Facebook has created an internal team including individuals with experience in a range of sectors, including child safety, hate speech, and terrorism, including human rights lawyers or criminal prosecutors.97 In terms of content, there are also some platforms that have tailored their Terms of Service specifically for the audiences that use them. That is the case, for example, of the children platform Scratch, which developed Community Guidelines which are short, clear and child-friendly.98

Despite the examples provided before, Terms of Service are usually dense and formulated in language that is hard to be understood by anyone who does not have legal training. That is one of the reasons why people hardly ever read these contracts.99 When they do, they find them difficult to understand.100 Moreover, regarding clarity, Terms of Service are usually vague. Platforms should ensure that they provide sufficient detail – whether through accompanying documents or in the Terms of Service themselves – to enable users to know, with a reasonable degree of certainty, whether particular content is or is not restricted. This is especially true with terms such as “hate”, “harassment” or “abuse” or even certain counter-terrorism policies. Vague policies in these field carry the risk of excessive limitations to freedom of expression, which has proven to mainly affect “minorities while reinforcing the status of dominant or powerful groups.”101

Apart from the private rules of governance of online speech, and influenced by the increasing costs of content moderation, several platforms have resorted to algorithmic systems to comply with national regulations – such as short timelines for content takedowns- and, allegedly, to international human rights standards.102 In the case of the biggest competitors in the market of online platforms, issues of scale have triggered a shift towards what has been called as “commercial content


102 According to Expert Market Research, the industry of content moderation will reach a 12 billion dollars for 2027. CONSUMER NEWS AND BUSINESS CHANNEL. If by content moderation costs billions and is so tricky for Facebook, Twitter, YouTube and others. 2021. Available at: https://www.cnbc.com/2021/02/27/content-moderation-on-social-media.html. Accessed on: 17 Nov. 2021.
moderation” or “algorithmic content moderation”, with the expectation that machine learning techniques could handle the delicate balance between freedom of expression and other important rights in the near future. If content moderation is part of the commodity that online platforms compete for, reducing the associated costs is an essential part of the evolving business strategies. However, the turn to AI-based content moderation, as pointed out by several CSOs, “has remained opaque, unaccountable and poorly understood”. For example, as the Facebook Papers revealed recently, most of the integrity systems that use AI systems within Facebook’s content moderation practices are not well trained in languages other than English, triggering several human rights risks. Within the normative framework of UNGPs, algorithmic content moderation must be integrated with accountability standards and transparency measures that could make clear when do online platform rely on algorithms for decisions that affect end-users, how are these decisions processed and adopted, and how to challenge those decisions before a human-based system. For some critics, these human rights requirements may be under pressure when they entail touching upon “business models that involve the sale of human attention”.

Online platforms offer few guarantees in their policies on preserving the right to freedom of expression. There is a lack of clear and specific information in the Terms of Service on what content is allowed or not in the platform. There is also little commitment to offering users justification, notice and the right to be heard when content is removed by the platforms’ own initiative, after notification from third parties or through automated procedures. That is why in the concluding remarks we push for a model of content moderation for online platforms that fully reflects companies’ responsibilities under the UNGPs.

3. The role of individual and civil society organisations

As previously highlighted, the UNGPs have undertaken an experimentalist and polycentric approach. This goes in line with the new governance approaches, which understand regulatory decision-making processes not as unidirectional or authoritative, but rather as one that incorporate “new mechanisms of stakeholder participation and public accountability as a way to retain democratic legitimacy and ensure community responsibility” of these processes. In the ICT sector, which operates across national boundaries and within diverse digital ecosystems, top-down legal rule may prove hard to enforce and provide for its own effectiveness. Moreover, addressing human rights challenges in the online world entail multiple obligation bearers that could contribute to decentralized enforcement. While we have seen that different voices representing communities, academia, think tanks, companies and governments, participated in the formation of the UNGPs, their contribution during the implementation phase have not been equivalent to each other. In fact, since its adoption, civil society organisations (CSOs) have played only a marginal role in the implementation of the UNGPs. For authors such as Tara Melish, UNGPs should incorporate civil society as a key actor in the implementation of business and human rights principles, through the incorporation of a fourth pillar “Participation”. To support this statement, she argues that the “most vocal and consistent critics of the UNGPs are human rights organisations, precisely the groups that have been pushing the longest and hardest for a more effective...
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109 Ultimately, the experimentalist and polycentric approach proposed by the UNGPs reflect the power relations that exist between governments, companies and civil society organizations, usually leaving the last group as the most vulnerable and unattended one. That’s why some authors have proposed to incorporate a fourth pillar in the business and human rights field, the so called “civil society pillar”. MELISH, T.; MEIDINGER, E. Protect, respect, remedy and participate: “New Governance” lessons for the Ruggie Framework. In: MARES, Radu (ed.). *The UN guiding principles on business and human rights: foundations and implementations*. Leiden: Brill-Nijhoff, 2012.
non-business-as-usual approach to corporate human rights abuse” 110.

As we have previously noted, the tech sector has been part of the polycentric governance approach developed by the UNGPs, yet such an approach also shows the need for a more open space for CSOs in the field. The polycentric and experimentalist approach on business and human rights field has allowed, for example, the creation of multi-stakeholder initiatives such as the GNI and the development of initiatives coming from government and companies, such as previously highlighted government and companies’ policies, statements, and plans. Yet, as it will be further developed, there is still a gap in the potential impact that the UNGPs may have in the implementation of these initiatives. We have discussed some explanations for this gap such as the late entry of the tech sector in the UNGPs discussions, and the lack of existing evidence when it comes to show the human rights impacts of tech companies. One potential solution to address these issues could be to give a more prominent role to civil society organisations when it comes to implement, discuss and think about UNGPs in the digital environment. In this scenario, it is important to highlight the purpose of the B-Tech Project, which is precisely to engage “diverse stakeholders as part of a global process to produce guidance, tools and practical recommendations to advance implementation of the UN Guiding Principles on business and Human Rights in the technology sector” 111.

CSOs - mainly human rights groups - have increased their pressure to be part of the implementation process of business and human rights initiatives. Most argue that “genuine social transformation occurs only when affected communities themselves have the power and voice to engage decision-making processes that affect their lives, as active subjects of law, not mere objects” 112.

From the perspective of civil society organisation, the lack of influence in the implementation of the UNGPs has to do with power relations, arguing that the interest of states and companies are too strong, and that they have tended to ignore and misrepresent CSOs voices 113. The frustration of organised civil society has resulted in further commitments in the field. They have led, for example, to the creation of the “Treaty Alliance” comprising some 600 NGOs from around the world, who have been deeply engaged in the discussions on a binding treaty on business and human rights 114. There are also examples where civil society organisations have been able to conduct impact studies, be involved in the creation of National Action Plans, review due diligence and grievances procedures, usually leading to better results than those processes that did not include their participation 115.

However, apart from states, corporations and CSOs, individuals may also have some responsibility in cases where their performance as users of digital platforms may put at risk the rights to privacy, free speech or other rights of the rest of the population. As put by Kathryn Sikkink, the Cambridge Analytica Scandal and the rise of fake news has highlighted cases where our lack of care may “leave our friends and contacts vulnerable”, or where “disinformation is the result of individuals re-tweeting, posting, and forwarding the news” 116. Considering that regulation is sometimes slower than technological development, there are good reasons to ground a place for individual responsibility where corporate power is not willing to make changes. Of course, there are many challenges regarding digital education and training that depend on state regulation (“digital civics”), but one should not completely avoid individual responsibility in the face of complex decentralized problems such as misinformation or digital privacy, “where the


concept of human rights doesn’t take us very far”. Although UNGPs do not address the role of individual users, its polycentric and experimentalist approach should consider what role individuals/users could play in a multi-stakeholder approach to content moderation policy.

5 Conclusions

Through this paper we have seen that there is a gap between the principles promoted by the UNGPs and current regulations in the tech sector, especially among internet platforms. The paper further demonstrates the increasing involvement and commitment of the tech sector in discussions related to business and human rights, as illustrated by initiatives such as GNI or B-Tech Project. These commitments are shown through companies’ policies and transparency reports, through novel forms of private governance, through civil society engagement in these issues and governments’ increasing interest in developing different forms of regulation. While these examples can be seen as progress in the field, there is still much to do when it comes to make the most of the polycentric approach of the UNGPs.

First, governments have not made too much when it comes to business and human rights in the digital environment. The latter has been demonstrated by a lack of attention to business and human rights issues in the tech sector in NAPs and in a somehow improvised intermediary liability legislation which, in some cases, has proven to be openly against freedom of expression. The current status of content regulation, which attempts to materialize the duty to protect human rights, can be described in an interesting way: paraphrasing the idea that some companies are “too big to fail”, coined after the economic crisis of 2007-8, we can label the challenges that arise for online platforms as “too late to regulate”. Indeed, current calls for “slowing down the platforms” or design platforms at a “human scale” seem out of touch with the size, scale and character of the business models of the big competitors in this market. On the other hand, the developments that come from companies have been mostly reactive and not preventive. The example of Facebook clarifies this assertion: under pressure from diverse stakeholders, the recent creation of the Oversight Board “marks the first platform-scaled moment of transnational internet adjudication of online speech”. However, these novel forms or private regulation seem to be impracticable when confronted with issues of scale, which are embedded in the design features of the biggest online platforms in an increasingly concentrated market. In this scenario, private regulatory attempts, although well-intended, could be deemed as desperate attempts to mitigate the risks of in-built features that were originally designed to harm the conditions of a “democratic culture”, allegedly the modern purpose of free speech protection. Moreover, most of the efforts undertaken by platforms have focused on improving their Terms of Service and the quality of their decision-making, to the detriment of implementing ways of challenging wrongful decisions and, if appropriate, remedied.

If UNGPs are to be considered as a normative framework of universal character, applicable to online platforms of all sizes, which operate across national boundaries, there needs to be more research and initiatives on the ways in which these principles could be applied to the complex issues of content regulation/moderation. The non-binding nature of these principles has not been an obstacle for the development of a modern consensus that online platforms should definitely respect human rights, especially after periodical scandals that arise with the big competitors in this billionaire industry. The current wave of transnational and national regulatory attempts of online content needs to start from a human rights-based approach, and the UNGPs serve as a good starting point. However, at some point, as we have argued here, the human rights discourse needs to accommodate issues of personal and collective responsibility for a complex and decentralized problem such as global free expression, which has become even more complex after a global pandemic that has accelerated the digital revolution.


Table 1: Intermediary Liability Regimes

<table>
<thead>
<tr>
<th>Liability regime</th>
<th>Summary</th>
<th>Examples</th>
</tr>
</thead>
<tbody>
<tr>
<td>Strict Liability</td>
<td>Platforms are liable for unlawful or harmful content made available by users, even if they are not aware of the content.</td>
<td>Thailand (Section 15 of the Computer Crimes Act 2007) China Cybersecurity Law 2017</td>
</tr>
<tr>
<td>Conditional Liability</td>
<td>Platforms are not held liable for unlawful or harmful content made available by users on their platforms provided they do not have any knowledge of the content or, if they do have knowledge, have acted expeditiously to remove it.</td>
<td>European Union’s E-Commerce Directive (2000) United States (Section 512 of the Digital Millennium Copyright Act 1998) South Africa’s (Chapter XI of the Electronic Communications and Transactions Act 2002)</td>
</tr>
<tr>
<td>Broad Liability</td>
<td>Platforms are, as a general rule, not held liable for unlawful or harmful content made available on their platforms, even if they are aware of the content. Some limited exceptions may exist, such as for certain specified crimes or intellectual property.</td>
<td>United States (Section 230 of the Communications Decency Act)</td>
</tr>
</tbody>
</table>


Table 2: Rule Enforcement data Provided

<table>
<thead>
<tr>
<th>Twitter</th>
<th>Facebook</th>
<th>Google</th>
<th>YouTube</th>
<th>Oath</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reporting of data on the enforcement of community guidelines was published for the first time in 2018.</td>
<td>Data provided on enforcement of policies related to Adult Nudity and Sexual Activity Hate Speech Terrorist Propaganda (ISIS, al-Qaeda and affiliates) Fake Accounts Spam Violence and Graphic Content Reporting broken down by category of content.</td>
<td>Reporting on enforcement of community standards is contained to YouTube (see YouTube section). Reporting of content removal appears to be confined to that required under law. Reporting on application of internal content regulation policy does not seem to be present.</td>
<td>Reporting of the enforcement of YouTube’s community standards is structured by content type (Channel, video or comment) and removal reason. The report gives an overview of the source of “flags” about problematic content and provides case studies of the enforcement of the community standards. The report also provides transparency reporting is very limited and only covers government requests for data and the removal of content as well as data on content removal for copyright and trademark infringement. It does not provide any detail regarding the enforcement of their internal content regulation policies.</td>
<td>Oath’s transparency data is available and only covers government requests for data and the removal of content as well as data on content removal for copyright and trademark infringement. It does not provide any detail regarding the enforcement of their internal content regulation policies.</td>
</tr>
</tbody>
</table>

Source: own creation.
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